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Abstract In samples containing a volatile phase, quite

often the evaporation of the volatile substance during

heating causes appreciable curvature of the DSC heat flow

rate signal as function of temperature, making it difficult to

quantify thermal transitions and reorganization phenomena

occurring in the same temperature range. This is the case

for e.g. polyamide–water, polyamide–alcohol, and poly-

propylene–water systems, thus complicating the study of

polymer crystallization, melting, and metastability by DSC.

In this study, maleic anhydride-grafted polypropylene

particles of sub-micrometer diameters dispersed in water

are discussed. These samples show, upon cooling from the

melt, different degrees of extra supercooling in crystalli-

zation and several phenomena in the subsequent heating,

like reorganization of a crystalline phase into another one,

perfecting of crystallites, and melting. All these phenom-

ena are difficult to analyze quantitatively due to the men-

tioned curvature of the DSC trace. In this article two

methods, the ‘‘Reference’’ and ‘‘Extrapolation from the

melt’’ methods, are described to correct for the influence of

evaporation on the DSC heat flow rate signal and for the

baseline signal, enabling the discussion of the transitions

by way of the excess heat flow rate as function of

temperature.
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Introduction

When semicrystalline polymers crystallize, they usually do

so by means of heterogeneous nucleation on impurities

present in the material and that act as nucleation seeds.

These impurities reduce the surface energy of the forming

nucleus thus lowering the energy barrier found in the pri-

mary nucleation process, and therefore allowing higher

nucleation rates at lower supercoolings. Depending on the

surface energy between the impurity and the forming

nucleus the degree of reduction of the energy barrier varies

and therefore each type of of impurity becomes active at a

different temperature. A schematic representation is pre-

sented in Fig. 1a, where the process of cooling down from

the melt is shown. The orange circles represent the heter-

ogeneous nuclei present in the polymer that act as sub-

strates for the formation of the first crystallites.

When crystallization takes place in bulk, the most active

impurities trigger the nucleation process, after which

growth takes place until the crystallites space-fill the

polymer. In this process other, less active impurities might

not get the opportunity to trigger nucleation because their

activation temperature might not be reached by the time

space-filling occurs, as shown in Fig. 1a.
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As confronted to heterogeneous nucleation, impurity-free

nucleation would take place at a higher degree of superco-

oling. This process is named homogeneous nucleation. In

practice, however, homogeneous nucleation is seldom

observed under the usual crystallization conditions because

polymers contain important amounts of seeds (catalyst res-

idues, additives, processing aids, and impurities, etc.).

A possibility to observe (and study) homogeneous

nucleation is reducing the size of the polymeric sample to

such an extremely low value that it does not contain any

active impurity. Such size reduction can be obtained by

dispersing the polymer into an inert matrix. Depending on

the particle size distribution (PSD) of the dispersed poly-

mer, different crystallization behaviors can be obtained in

those systems. If the particles are relatively large, they will

all contain impurities that become active at the bulk crys-

tallization temperature and therefore the crystallization

temperature of the polymer within those particles will not

be affected by the dispersion. For somewhat finer disper-

sions the number of impurities that become active at the

bulk crystallization temperature and the number of polymer

particles become similar, which yields a system in which

many of the particles crystallize at the usual bulk crystal-

lization temperature, but other particles crystallize at lower

temperatures. In the latter, the present impurities activate at

higher supercoolings. In such a system crystallization

proceeds stepwise, and thus it has been named fractionated

crystallization [1].

If the particle size is reduced even further some of the

particles will be free of any impurity, and they will undergo

homogeneous nucleation at very high supercoolings. The

crystallization behavior of such a system is shown in

Fig. 1b, where a dispersion of a polymer is represented.

Heterogeneous nuclei are present in some of the dispersed

droplets and trigger crystallization in those droplets at

relatively low supercoolings. In other particles no hetero-

geneous nucleus is present and homogeneous crystalliza-

tion takes place at higher supercoolings. If the whole

polymer is dispersed into extremely fine droplets the vast

majority of them will be free of impurities and therefore

most of the polymer mass will crystallize homogeneously.

The ‘‘droplet method’’ was initially applied to metals [2,

3], but it was soon adapted to polymer dispersions [e.g., 4–

6], polymer blends [see reviews, 1, 7, 8], block copolymers

[see review, 9], and more recently also to other types of

polymer dispersions [e.g., 10, 11].

Although, initially the droplet technique was developed

and mainly used to study the kinetics of nucleation [e.g., 5,

6, 12], over time the different crystallization phenomena

observed when this technique was used—namely frac-

tionated crystallization and homogeneous nucleation—

gathered more attention [e.g., 13–17] and the most recent

studies using this technique have mainly focused on

homogeneous nucleation and the effects of confinement on

the crystallization process [e.g., 9, 11, 18–20].

Homogeneous nucleation in water-borne dispersions

of polymers

In this study, water was used as the dispersion matrix for a

maleic anhydride-grafted polypropylene (MA-g-PP). Water

was chosen for the matrix mainly due to two reasons. First,

part of the interest of using a waterborne polypropylene

dispersion lies in the incompatibility between the dispersed

polymer and the matrix. Whereas in most of the studies of

this type another polymer or a higher-viscosity liquid is

usually chosen as matrix, the use of a low-viscosity, highly

incompatible liquid can prevent (undesired) surface

nucleation phenomena in the polymer droplets [4, 6, 21]. In

this type of study, the effect of the matrix is often neglected

although it has been shown several times to play an

important role in the crystallization behavior of the dis-

persed polymer [8, 13, 15]. Second, water being an abun-

dant, natural and free resource, it would be of great

advantage if it could lead to any application.

If two (or more) immiscible phases are present in the

sample the resulting DSC signal is composed of two
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Nucleation
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Fig. 1 Schematic representation of the nucleation process in a bulk

and in b a finely dispersed polymer. (Color figure online)
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(or more) virtually independent contributions, one per

phase. This is observed, for example, in the study of

polymer crystallization and melting phenomena in multi-

phase samples, like immiscible polymer blends [8, 15],

immiscible block-copolymers [22, 23], and polymer dis-

persions in liquids [4, 24, 25]. Irrespective of the inde-

pendency mentioned, the contribution of one of the phases

to the DSC signal can make it difficult to analyze the

contribution of the other phase.

When the crystallization of polymers in multi-phase

systems is studied, often the polymer phase considered is

dispersed in an immiscible matrix, which can be polymeric

or not, the latter case being rare. An example of a

non-polymeric, immiscible matrix is the system poly-

propylene-dispersed-in-water—or a ‘‘waterborne polypro-

pylene dispersion’’ —, used here. Several other examples

can be found in literature, e.g. [6, 26–29]. Examples of

polymer–water systems which can be in a mixed or

demixed state depending on temperature and time are

polyamide–water systems [30].

It is relatively easy to subtract the contribution of the

phase that is not under study from the total DSC signal

when that phase is a non-volatile substance and its thermal

evolution is known or can be easily measured indepen-

dently. However, it is not trivial to subtract from the DSC

signal the contribution of a volatile substance since its

thermal behavior depends on the gas volume inside the

DSC pan or sample container, and on the interactions

between the different substances present in the sample. It

turns out that measuring or calculating the sample’s ther-

mal behavior independently can be very difficult. In this

article, that matter is treated in detail and two methods for

overcoming the problem of quantifying the influence of a

volatile phase on the DSC curve are presented.

In addition to the problem described here to analyze the

DSC results of samples containing a volatile phase (nor-

mally a liquid), a second difficulty can arise when there is

some mobility of one of the phases in the sample. Such

problem and also a remedy has been discussed in literature

[31] for polyamide-solvent systems.

Experimental

Materials

The polymer used in this study is MA-g-PP, Epolene E43,

produced by Eastman Kodak. The MA-g-PP contains

7.8 mass% maleic anhydride. The surfactant used is a

polyethylene oxide (15) hydrogenated tallowamine,

RN(C2H4O)XH(C2H4O)YH, where X ? Y = 15 in average

and R is an alkyl group from hydrogenated tallow. The

dispersions used here were prepared at temperatures above

the melting point of PP and under pressure. The materials

were loaded in an autoclave, heated to the desired temper-

ature (175–200 �C), stirred for some 20–40 min, and then

cooled down to room temperature. The resulting dispersions

range from relatively low viscosity liquids to—in the case of

sample S-XI—a very viscous paste. The materials used the

method of preparation of these dispersions as well as the

PSD of the samples have been discussed in more detail

elsewhere [21]. A summary of the composition and particle

size of the samples used in the second part of this article is

given in Table 1.

Instrumental

For the measurements a PerkinElmer Pyris-1 standard DSC

was used. The measurements were performed at 5 �C/min

using high purity nitrogen as purge gas in between 0 and

190 �C with 5 min as isothermal stays. High-pressure

stainless-steel pans (Perkin Elmer’s product number

B0182901) were used to ensure that water remains liquid

up to the highest measuring temperatures. Empty pan

measurements were subtracted from the actual measure-

ments of the dispersions to remove the curvature of the heat

flow rate signal as induced by the instrument itself.

Dynamic light scattering (DLS) measurements were per-

formed on a back-scattering set-up (ALV-NIBS High Per-

formance Particle Sizer, ALV Gmbh, Langen, Germany),

operating at angle = 173�, at wavelength k = 632.8 nm

(He/Ne laser, with output power of 3 mW). The conversion

of the correlation function into the diffusion coefficient and

into the PSD was made automatically by the software.

An Olympus BH-2 optical microscope with a JVC TK-

C1381 video camera was used for optical microscopy. A

drop of diluted dispersion was put between an object glass

and a cover glass for the analysis.

The TEM micrographs were taken on a Philips CM100

transmission electron microscope operating at 80 and

100 KV. A drop of diluted dispersion would be deposited

on a Formvar-film grid and left to dry subsequently. For the

TEM image presented here, the sample was stained with

RuO4 in solution before depositing it on the Formvar film.

Table 1 Composition and particle size data of the dispersions used to

illustrate the application of the methods discussed in the Results and

discussion section, samples S-I, S-IV, and S-XI

Sample S-I S-IV S-XI

Polymer content/mass% 24.2 29.0 41.5

Surfactant content/mass% 1.3 0 11.8

KOH content/mass% 1.0 2.8 4.0

Water content/mass % 73.4 68.2 42.7

Number average diameter/Dn/lm 4.5 2.1 0.06

Mass average diameter/Dw/lm 52.3 29.4 0.10
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Results and discussion

Water-borne MA-g-PP dispersions

A set of eleven MA-g-PP waterborne dispersions covering

a three orders of magnitude range of particle sizes was

produced, as reported previously [21]. The DLS deter-

mined PSD and the corresponding DSC cooling behavior

are shown in Fig. 2a and b, respectively.

The eleven dispersions have been ordered according to

their volume average particle size, see Fig. 2a. In Fig. 2b,

next to each of the DSC curves the volume and number

averages have been added. In those DSC cooling curves

important differences between the crystallization behavior

of the dispersions can be observed. The different crystal-

lization modes evolve with the PSD of the samples as

expected; samples containing only large particles show no

extra supercooling because all the droplets contain impu-

rities that activate at the bulk crystallization temperature of

the polymer; samples having intermediate size particles

display fractionated crystallization because not all the

droplets contain the impurities that trigger nucleation at the

bulk temperature, but other impurities that become active

at lower temperatures. Finally, for samples having very

small droplets a very high extra supercooling is observed

(77 �C in the case of sample S-XI).

Regarding the DLS data, it must be mentioned that their

accuracy is not optimal. The main reasons for the inaccu-

racy are the large particle sizes present in some of the

dispersions, the sometimes broad size distributions and the

formation of agglomerates. These errors are especially

apparent for the large particle size samples and decreas-

ingly important as the particle sizes in the samples are

reduced. For the samples having only small particles the

accuracy of the obtained PSDs is correct (see [21] for

further details).

Figure 3 presents an optical microscopy (OM) and a

TEM image of sample S-IV, which was diluted before the

measurements. On the OM micrograph, several features

having dimensions above 10 lm are present, which would

be expected according to the size data obtained by DLS.

However, a careful inspection of these large features found

in the OM image reveals that these are not single particles

but rather big agglomerates of smaller particles. Since in

terms of crystallization behavior—as long as there is no

coalescence—the agglomerates do not alter the isolated-

particle nature of the polymer droplets, the assessment of

the agglomerates as a single big particle is incorrect for the

purpose of this study.

Along with the large agglomerates, also smaller, isolated

particles are visible in the OM image of sample S-IV. The

TEM image of that sample included in Fig. 3b shows with

more detail the presence of small particles, some of which

may even be below 100 nm.

Heating curves

As it can be observed in Fig. 4, for neat MA-g-PP it is

possible to obtain an overall flat DSC curve both in heating

and cooling, whereas, regardless of the thermal behavior of

the dispersed polymer specific to each sample, the disper-

sions display a very marked positive curvature in heating

and hardly any curvature in cooling. The heating DSC

curve of the dispersions can be considered to be the result

of adding that of the polymer—which would look similar

to the DSC curve of the neat MA-g-PP in Fig. 4a—and the
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DSC curve of water (see Fig. 5) weighed to their corre-

sponding mass percentages in the dispersion measured.

Thus, one could think that to isolate the DSC curve of the

dispersed polymer droplets—which is the study subject of

this study—it would be possible to perform the same

measurement on pure water and then subtract the resulting

data from the data obtained for the dispersion.

Indeed, such an approach would be valid for a non-

volatile matrix (and on the premise of no influence of the

droplets on the thermal behavior of the matrix). However,

in case of a volatile matrix subtraction is necessary but not

sufficient. In a heating run, a volatile matrix will continu-

ously evaporate due to the increase of its vapor pressure as

caused by the temperature rise. Due to the relatively high

heat of evaporation of water the total DSC curve is influ-

enced substantially and therefore a small variation of the

amount of evaporating water will result in an significantly

different DSC curve. Such variations of the amount of

evaporated water will take place for different measure-

ments if the volume available for the vapor (the volume

that is not taken by the liquid) varies, which depends on the

volume occupied by the specific PP–water sample studied.

Moreover, the vapor pressure of a non-pure system not

only depends on the vapor pressure of the carrier, but also

on the interaction between the solvent and the rest of

constituents and on the concentrations of all the substances

present (the colligative properties and the non-ideality of

the solution [32]). Therefore, taking into account all

influencing factors, it is virtually impossible to reproduce

Fig. 3 a Optical microscopy

and b TEM images of diluted

sample S-IV
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S-IV, and S-XI
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Fig. 5 Calculated and measured heat flow rates in a DSC heating

experiment of water in a hermetic, closed pan. The calculated curve

has been obtained for the same experimental conditions used in the

measurement (sample mass, pan volume, and heating rate) and

assuming that the system is continuously in equilibrium
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the thermal behavior of water in each of the dispersions to

obtain a measurement that can be subtracted from the DSC

curve of a (MA-g-PP)–water sample to isolate the DSC

data of the MA-g-PP.

Similarly, it becomes very difficult to try to calculate the

heat flow of the water of the dispersion during a heating or

cooling measurement. For pure water, this calculation

could still be performed. One must take into account the

amount of liquid and vapor at each temperature (for which

some assumptions must be made as to the relative humidity

or the deviation from the equilibrium conditions) and cal-

culate the total heat flow as the summation of the heat flow

due to the evaporation and of the heat flow due to the

temperature increase of the sample (through the heat

capacity of each of the phases). For the calculation pre-

sented in Fig. 5, equilibrium conditions (a relative

humidity of 1) were assumed, which is most probably not

representative of the process taking place inside the DSC

pan. However, a more realistic way to characterize the

deviation from the equilibrium conditions in an actual DSC

measurement could not be found, and therefore even for

pure water it is difficult to realistically simulate its DSC

heat flow rate (see the remaining differences between the

measured and the calculated curves in Fig. 5).

As mentioned before, the positive curvature observed in

the DSC heating scans of samples containing volatile

components (e.g., water) impedes the correct analysis of

the signal. At the bottom of Fig. 6, sample S-XI is shown

as an example of this phenomenon. Sample S-XI is com-

posed of polypropylene particles having dimensions rang-

ing from 10 to 200 nm dispersed in water. It crystallizes at

abnormally low temperatures for polypropylene, resulting

in the formation of a low stability mesophase instead of the

more stable and common a phase. In the DSC heating

curve of this sample there are clear features present (see the

exotherm from approximatively 35 to 110 �C and the

melting peak around 150 �C) that cannot be analyzed

quantitatively with respect to the enthalpies involved due to

the overall curvature of the DSC trace.

For correction of the curvature of the signal during the

heating scan, a reference signal having exactly the same

positive curvature must be used. Such a reference has been

indicated manually by a dashed line in the DSC curve at

the bottom of Fig. 6. This ‘‘correction curve’’ should

account for the heat flows as related to the heat capacities

of liquid and gaseous water; for the enthalpy of evaporation

of water; and for the heat capacity of the polymer without

phase transitions, all these quantities being temperature

dependent. After subtraction of such a correction curve

from the actual DSC curve, only the heat flow due to the

excess heat capacity as caused by phase transitions in the

polymer would remain. Such a correction curve has been

named ‘‘baseline’’ in literature [33].

Because a rigorous solution for obtaining the correction

curve has not been found, in a ‘‘first approximation

approach’’ the sample itself is used to create the correction

curve. To this end, the sample is treated in such a way that

a heating, reference measurement of the sample can be

performed in which all the first order thermal transitions of

the polymer take place in a as narrow temperature range as

possible. Then, part of the resulting reference curve is used

as correction curve after removal of the part where the

thermal transitions of the polymer take place, as will be

explained in the following.

By heating the sample to 190 �C, an isothermal stay of

5 min and cooling to 0 �C, it is given a thermal history.

Next, the first heating curve is measured as presented in

Fig. 6. Then, the sample is cooled from the melt to the

lowest temperature (0 �C in this case), and subsequently

heated and annealed for a long enough time at a temper-

ature above the temperature range where the transforma-

tion of the mesomorphic to a phase takes place (from

approximately 80 �C on, followed by reorganization of the

latter phase till approximately 120 �C—see [34] for

details—as visible as exothermic events in the DSC curve),

but still below the temperature range of final melting. The

annealing temperature chosen here is 137 �C. Then it is

again cooled down to the lowest measuring temperature. In

this way, when the sample is cooled down from the

annealing temperature it will not show crystallization since

the crystallites that formed during the first cooling run are

still present. Subsequently, the sample is heated up until the

final melting temperature is reached. During this (third)
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1st Heating
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Fig. 6 DSC first heating curve of sample S-XI (bottom part) and the

temperature-time ramps applied for the correction of the curvature

(top part). The isothermal stays took 5 min at 0 and 190 �C and also

at the annealing temperature, 137 �C
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heating run there will be melting, but no exotherm process

and concomitant reorganization are expected anymore until

the annealing temperature is approached. Thus, the phase

transitions will take place in a relatively narrow tempera-

ture range if compared to the original, actual measurement.

The data recorded in this final heating run will be used to

obtain the approximate correction curve. The top part of

Fig. 6 presents the temperature–time ramps applied to the

sample in this example, showing which runs are used as

actual measurement (first heating run) and as base for

creating a correction curve (third heating run), both of them

solid lines.

It is important to point out that for the use of this

approach the samples must be thermally stable. In this way

there will be no variation of the thermal behavior of the

samples while the heating and cooling measurements take

place, and an adequate correction curve can be constructed.

In this regard, the MA-g-PP dispersions used here have

proven to be thermally very stable systems and the tem-

perature profile applied to them does not alter their PSD

[21]. Therefore, their thermal response during the DSC

measurements is completely repeatable, which allows to

apply this kind of method.

The correction curve is obtained by performing a third

order polynomial fit of the data of the third heating, ref-

erence curve, excluding the range of data where melting

occurs. In the case of sample S-XI, the range chosen for the

fitting was 0–100 �C and 162–195 �C. In that range the

signal only shows the curvature due to the evaporation of

water since the previous annealing step prevents sub-

sequent (cold) crystallization and reorganization at lower

temperatures. The so-obtained correction curve turns out to

be situated lower than the actual curve at the lowest tem-

peratures (see Fig. 7) although this method is applied to

obtain a correction curve that equals the measured data at

those temperatures. The explanation is that the correction

curve—attained by a fit of the third heating, reference

curve—was obtained from a sample having solely the a
phase as crystalline phase with—due to the annealing

step—a higher degree of crystallinity than in case of the

actual measured DSC curve which, at low temperatures,

reflects the mesophase and a lower crystallinity. Thus, the

specific heat capacity of the reference curve will be low-

ered compared to the actual curve because of the higher

crystallinity [33], as is the heat flow in Fig. 7. Since in the

measurement performed to obtain this reference curve the

crystallinity is higher than in the actual curve from 0 to a

few degrees above 137 �C (because the effects of the

annealing step disappear a few degrees above the annealing

temperature which is 137 �C in this case) the error intro-

duced in the corrected data will also cover that temperature

range.

The high temperature range of the reference and the

correction curves will be accurate since above 160 �C the

physical state of the polymer in both actual measurement

and reference measurement is exactly the same.

The fitting of the reference curve is shown in Fig. 7

(dashed line), as well as the result of subtracting it from the

actual measurement (solid line). If the obtained corrected

curve were entirely accurate, the regions where there is no

phase transition (no excess-heat flow) would appear at the

zero level. By applying the correction to sample S-XI, the

corrected curve is situated at the zero level in the melt.

However, the preliminary result obtained is indeed situated

above the zero level for temperatures between 0 and

approximately 30 �C, where the sample is known not to

undergo any phase transition (as observed in time resolved

X-ray measurements that will be published in a separated

article). This deviation is caused by the difference between

the actual measurement and the reference curve in this

temperature range, as explained above, and it also affects

all the temperature range up to around 137 �C.

As remarked before, because obtaining a rigorous

solution for the correction curve is not feasible and was not

sought for any longer, a further correction procedure to

bring the outcome at low temperatures also to the zero

level (like for the melt) was performed by simple sub-

traction. The preliminary result shows a constant deviation

from zero between 0 and 30 �C (the difference after sub-

traction is practically constant). From there to 137 �C
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Fig. 7 Actual curve (dashed-dotted line), reference curve (solid line),

and correction curve (dashed line) for sample S-XI. The correction

curve was obtained as a polynomial least-squares fit to the 0–100 �C

and 162–195 �C temperature ranges of the reference curve
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(temperature above which the correction is all right) the

preliminary result lies gradually closer to the actual mea-

sured curve since further crystallization and reorganization

into the a phase occur in the sample (these results will also

be published separately). In order to finalize the process of

obtaining a reasonable approximation of the baseline an

assumption must be made as for the rate of diminution of

the error induced in the corrected curve from 30 to 137 �C,

since the actual shape of the baseline is not known for that

temperature range. In this case, a straight line has been

chosen meaning that the error of the preliminary result

diminishes linearly from 30 to 137 �C. Although this

choice is maybe not realistic, the error induced is anyhow

so small that the effect of choosing another type of function

will almost not affect the final result.

Therefore, from 0 to 30 �C a constant value equal to the

deviation from zero has been subtracted from the pre-

liminary result, and from 30 to 137 �C a starting value

equal to the deviation at 30 �C decreasing in a linear

manner down to zero at 137 �C has been subtracted

(dashed line in Fig. 8). The final result (dashed-dotted line

in Fig. 8) shows the two regions where no phase transitions

of the polymer occur at the expected zero level. It has to be

emphasized that only subtraction of the correct baseline

heat flow from the measured sample heat flow would result

in the excess heat flow [33]. However, for the moment, as a

first-order approximation it is considered that the present

final result is a reasonable estimate of this excess heat flow.

Figure 9 presents the results of the same treatment applied

to samples S-I, S-IV, and S-XI, together with the original

DSC curve for the neat MA-g-PP. It has to be pointed out that

for sample S-I it was not necessary to bring the data at low

temperatures to the zero level because the reference curve

and the actual curve were approximately at the same level. In

fact, in sample S-I the crystallinity is naturally higher (see the

Application section) and there is no mesophase, but just a
phase, and therefore the effect of the annealing step to the

crystalline microstructure is not very significant. Thus, in this

case the correction curve obtained by fitting the third heating

DSC curve yields a good approximation of the baseline for

that sample, which could hold a very small error due to an

eventual little crystallinity difference between the reference

and the actual measurement.

Cooling curves

Although plain water measured in cooling in a DSC pan

displays a behavior similar to that of the heating curves,

i.e., a very curved DSC trace due to the continuous con-

densation during the cooling process, paradoxically it does

not display such a marked behavior for the dispersions

discussed here as can be observed in Fig. 4b. In fact, the

dispersions do not show an important curvature, and

seemingly condensation does not take place extensively. A

similar asymmetry in the heating and cooling DSC curves

can be observed in the study performed by Landfester et al.

on emulsions of several alkanes in water [27], whereas in

another study performed by that same group on emulsions

of poly(ethylene oxide) in water also the cooling DSC data

show marked curvatures [28].
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(dashed line), final result after correction (dashed-dotted line), and

zero level indicator (dotted line)
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This anomalous thermal behavior of the matrix in the

dispersions must be related to the deviation from equilib-

rium during the cooling DSC measurement, where the

condensation must be delayed considerably. Undoubtedly,

the interaction between the constituents of the dispersions

plays a very important role in this process, as pointed out

before.

However, if the condensation of the volatile matrix

during the cooling measurement showed the expected

highly visible curvature of the DSC trace, one could apply

the method used in heating to obtain a ‘‘correction curve’’

also in the case of the cooling runs. For example, if this

method was applied to sample S-XI in cooling the

employed program could consist of a first complete cooling

ramp (which would be the actual measurement), a heating

ramp to a temperature below the beginning of the final

melting (100 �C for example), and then a cooling ramp that

would be used as reference and in which no crystallization

would take place. Proceeding in such a way one would

obtain a reference curve whose heat flow, once again,

would be slightly lower than the heat flow of the actual

curve in some temperature range due to the crystallinity

difference. Again, that deviation could be treated to obtain

the correction curve that by subtraction to the actual curve

would provide a good approximation of the excess heat

flow of the process.

In addition to the ‘‘Reference method’’, a second

curvature correction procedure can be implemented for

the case of the cooling curve of sample S-XI, as will be

explained below. For the univocal analysis of the phase

transitions reflected in a DSC curve one can apply the

‘‘Extrapolation from the melt method’’ reported in liter-

ature [33] using a two phase system. In this approach,

the DSC curve is extrapolated from the melt to lower

temperatures (to the temperature range where the phase

transition takes place, and below that). This extrapolation

from the melt should be done using a straight line if

suitable, but in case the DSC trace presents any curva-

ture in the melt region an extrapolation can be tried

using a second-order polynomial function. Then, by

integration of the area between the measured curve and

the extrapolated curve and comparison of that integrated

area ([A1 - A2]T, as shown in Fig. 10) to the reference

enthalpy of transition of the polymer (DhrefðTÞ) at the

temperature of interest, one can obtain the crystal frac-

tion of the polymer at any temperature (wc(T)), according

to Eq. 1.

wcðTÞ ¼ ½A1 � A2�T
DhrefðTÞ

ð1Þ

Then, the excess specific heat capacity (cpe
ðTÞ) of the

transition can be obtained according to the following

expression:

cpe
ðTÞ ¼ �DhrefðTÞ � dwcðTÞ=dT ð2Þ
Once cpe

ðTÞ is known the heat flow of the baseline, (dq/

dT)b, can be calculated since

ðdq=dTÞmeasured ¼ ðdq=dTÞb þ cpe
ðTÞ ð3Þ

where (dq/dT)measured is the measured heat flow. At this

point the phase transition is—thermally speaking—com-

pletely characterized. This is the method that will be fol-

lowed to analyze the cooling DSC curve of sample S-XI.

The reader is directed to the original text for a fuller

explanation of this procedure [33].

As can be seen in Fig. 10, the cooling DSC curve of

sample S-XI presents some problems when it comes to its

analysis. First, the curve has a sudden change of slope

around 110 �C. Second, the part of the curve immediately

above the phase transition (50–100 �C), which will be used

for extrapolation to lower temperatures, is not linear, in

contrast to expectation for a polymer. Finally, after the

curve in the melt region has been extrapolated, it could

appear—to the eyes of the experienced DSC analyst—that

the rate of departure of the measured curve from the

extrapolation line from the melt is uncommonly high in the

temperature range below the phase transition temperatures.

This deviation, as will later be confirmed, is problematic to

have an accurate analysis, and it will require a special

treatment.

Probably, all three irregularities of the DSC cooling

curve are related to the other constituents of the sample that

accompany the polymer, i.e., water and surfactant.
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Although, as mentioned above, the overall curvature of the

DSC curve is much less marked in the cooling curves than

in the heating ones, it appears that the influence of the other

components of the sample on the DSC curve cannot be

disregarded altogether. Therefore, in this second curvature

correction method, a few adjustments to the data were

necessary to improve the feasibility of the analysis and

finally reach a good estimation of the excess heat flow (or

excess specific heat capacity) of the polymer during the

cooling process. Before doing so, it has to be stressed that

the DSC cooling curve as shown in Fig. 10 is fully

reproducible: the irregularities discussed are not caused by

instrument failures.

The first action to adequate the measured data for the

analysis was to completely neglect the data above 100 �C.

Since the only phase transition that takes place during the

cooling measurement starts at around 44 �C, ignoring the

data above 100 �C does not interfere in the analysis of that

transition. Also, this reduction of the data points in the melt

region does not pose any problem when it comes to the

melt extrapolation for sample S-XI because there is still a

wide temperature range (50–100 �C) from which the

extrapolation can be accurately done. Therefore, this

method is especially suited for cooling curves because the

supercooling usually provides a long-enough temperature

range for extrapolation.

The second applied measure was to use a second-order

polynomial extrapolation of the melt, instead of the

expected straight-line, to consider the curvature provided to

the DSC data by the other constituents of the sample. This

procedure is mandatory to obtain an extrapolation from the

melt that corresponds (as much as possible) to the heat flow

of the amorphous phase of the polymer plus the curvature

conferred by the heat flow of the other constituents. The

resulting extrapolation line is shown in Fig. 10 (dashed

line).

Then, [A1 - A2]T was calculated by integration from the

melt to a certain temperature T. For T temperatures above

the temperature where the measured curve and the

extrapolation from the melt cross (named T* in literature,

and which corresponds to 22.5 �C in this case), A1 is taken

as the partial area while A2 is zero. Combining the inte-

gration results with the reference enthalpy data for the

amorphous to mesophase transition—DhrefðTÞ, to be pub-

lished shortly—wc(T) was then calculated. Finally, deter-

mining dwc(T)/dT allowed to compute the excess specific

heat capacity and the baseline specific heat flow of the

sample by applying Eqs. 2 and 3 respectively, which are

shown in Fig. 11 as ‘‘preliminary’’ results.

It is evident from the plotted curves that the preliminary

baseline and cpe
ðTÞ are incorrect. A correct cpe

ðTÞ would

be zero at the lowest temperatures where no phase transi-

tion takes place, but the preliminary cpe
ðTÞ visibly differs

from zero. In addition, a correct baseline would match the

measured heat flow data in that same temperature range,

which is not the case here. This error is most certainly due

to the effects of the water and surfactant on the heat flow

curve, causing the—previously mentioned—uncommonly

high rate of departure of the measured data from the

extrapolation line from the melt. Moreover, the possible

formation of the rigid amorphous fraction (RAF) of iPP in

that temperature range could also affect the heat flow

curve. Without further investigation the extent of each of

these two phenomena cannot be quantified.

In order to rectify this deviation from the correct curve

shapes of the cpe
ðTÞ and (dq/dT)b, the error observed in the

excess specific heat capacity curve was used to obtain a

new extrapolation from the melt curve. This new extrap-

olation for the melt was such that it yielded correct-shape

cpe
ðTÞ and (dq/dT)b curves. The so-corrected final results

are presented in Fig. 11 as ‘‘corrected’’.

The first step of the procedure to obtain the new

extrapolation from the melt curve was to perform a

(polynomial) fitting of the parts of the preliminary cpe
ðTÞ

curve where there is no phase transition (3–19 �C and
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50–100 �C in this case), as shown (by the dotted line) for

the ‘‘preliminary cpe
ðTÞ’’ curve in Fig. 11a. This fit repre-

sents the absolute error in the cpe
ðTÞ curve and if it were

directly subtracted to that curve an accurate estimation of

the actual cpe
ðTÞ would be obtained, from which (dq/dT)b

could be calculated using Eq. 3.

However, the results presented here were obtained fol-

lowing a lengthier path for the reasons that are explained

below. Once that error was fitted, the obtained polynomial

function was treated according to the ‘‘Extrapolation from

the melt method’’, but in reverse order. So in this case,

starting with an (error) excess specific heat capacity, the

corresponding dwc(T)/dT was obtained by means of Eq. 2.

Then wc(T) was calculated by integration of dwc(T)/dT,

and, using Eq. 1, [A1 - A2]T could be determined. Finally,

the heat flow corresponding to the error in the excess heat

capacities was derived by differentiating [A1 - A2]T.

Subtracting the heat flow corresponding to the error

from the previously used extrapolation from the melt

resulted in a new curve that was used as new extrapolation

from the melt. Using this new curve as integration refer-

ence for the re-calculation of A1 and A2, and taking all the

subsequent steps in the method used before, finally the

‘‘corrected’’ cpe
ðTÞ and (dq/dT)b shown in Fig. 11 were

calculated.

The reason why this lengthier path for the recalculation

of cpe
ðTÞ was chosen is that, although here DhrefðTÞ has

been considered to be known for the forming crystalline

phase during the cooling experiment, in reality those data

have never been reported in literature. However, the data

treatment procedure presented here was used to estimate

DhrefðTÞ through an iterative calculation process that

required the reverse calculation path to be used.

The procedure shown here for the correction of the

anomalous features displayed by sample S-XI in the DSC

cooling trace (the sudden change of slope in the melt

region, the overall curvature, and the too marked slope

difference between the regions above and below the tran-

sition temperatures) is highly reproducible. Besides, the

shape of the obtained cpe
ðTÞ curve is completely appro-

priate, and this—per se—is an indication of the adequacy

of the estimation obtained by the method. Again it has to be

stressed that the experiments are highly reproducible too,

excluding instrumental failures.

Figure 12 presents the excess heat capacity and cor-

rected, measured/baseline curves for samples S-I, S-IV,

and S-XI (estimated using the ‘‘Extrapolation from the melt

method’’) and the neat MA-g-PP.

Application

As mentioned before, the results of using the first curvature

correction method presented here (‘‘Reference method’’)

on some of the water-borne MA-g-PP dispersions are

shown in Fig. 9 and the results of using the ‘‘Extrapolation

from the melt method’’ in cooling are shown in Fig. 12.

From the excess heat capacity curves obtained, one can

easily calculate the excess enthalpies, which are presented

in Table 2.

If the integration results, as shown in Table 2, are ana-

lyzed one can observe that there is a non-significant dif-

ference in the results for the endothermic and exothermic

processes in the case of the neat MA-g-PP and sample S-I,

but that the difference becomes increasingly significant for

samples S-IV and S-XI. Notice that for the latter samples,

the enthalpies of the endothermic transitions, i.e., melting,

are larger than the enthalpies of the exothermic transitions.

This is the expected behavior due to the temperature

dependence of the heats of transition [33]. Those heats

become smaller for decreasing temperatures (also in the

case of the amorphous to the monoclinic phase transition

[35]), and in general the enthalpies involved in the transi-

tions taking place at higher temperatures (melting in this

case) are higher than the enthalpies of the transitions taking

place at lower temperatures (crystallization and reorgani-

zation/cold crystallization). Since for the neat MA-g-PP the

gap between the crystallization and the melting tempera-

tures is relatively small, also the influence of the
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temperature dependence of the enthalpies is small. When

the temperature difference between crystallization and

melting increases also the enthalpy difference between the

endothermic and the exothermic processes increases, as can

be seen in the case of samples S-IV and S-XI. Therefore,

correcting the results for the mentioned temperature

dependence of the enthalpies becomes necessary for the

validation of the curvature correction method used.

While the thermal properties—and thus the evolution of

the enthalpy of transition with temperature—of crystalline

and amorphous PP can be found in literature [35], this

source presents a single set of data for the crystalline phase.

Given that each crystal modification has its own thermal

properties, to make it thoroughly complete there should be

a set of data for each of the four known crystalline modi-

fications of PP (monoclinic or a, hexagonal or b, ortho-

rhombic or c, and mesomorphic). The data for the

crystalline phase given in the ATHAS database correspond

to the monoclinic crystal structure, as confirmed to us by its

authors.

Out of the four sets of DSC data presented in this article,

the neat MA-g-PP, sample S-I, and (probably) sample S-IV

crystallize solely in the monoclinic form, as observed by

WAXD measurements (to be published). There might also

be a little formation of the mesophase in sample S-IV, but

very small in any case. On the other hand, sample S-XI

crystallizes entirely in the mesomorphic form upon cool-

ing, then upon heating the mesophase formed in the cool-

ing run extends further and subsequently it reorganizes into

the monoclinic form, which finally melts. In order to cor-

rect for the temperature dependence of the enthalpy of

transition of that sample, all the mentioned crystallization

and reorganization phenomena must be thoroughly ana-

lyzed and quantified. In the case of the neat MA-g-PP and

samples S-I and S-IV the enthalpies of transition were

converted to variations in crystallinity using Eq. 4 to carry

out that correction. Due to the discrete nature of the used

data, this equation is expressed as a summation:

DwcðTfinalÞ ¼
XTfinal

Tinitial

DhmeasuredðTiÞ
DhreferenceðTiÞ

ð4Þ

where DwcðTfinalÞ is the absolute crystallinity variation,

DhmeasuredðTiÞ is the measured enthalpy of transition cor-

responding to temperature Ti, DhreferenceðTiÞ is the reference

enthalpy of transition for PP at temperature Ti calculated as

the enthalpy of the amorphous phase minus the enthalpy of

the crystalline phase (as provided in [35]), Tinitial is the

starting temperature of the transition being considered and

Tfinal is the end temperature of that transition.

Table 3 shows the results of the use of Eq. 4, which are

presented in terms of the crystallinity development during

the exothermic transitions—i.e., crystallization and cold

crystallization plus reorganization—and crystallinity

reduction during the endothermic transitions—i.e., melt-

ing—taking place in the polymer in the course of the

cooling and heating experiments.

As can be observed in Table 3, there is a fairly good

agreement between the crystallinity variations calculated

for the endothermic and exothermic processes for the neat

Table 2 Enthalpies of transition obtained from the integration of the DSC curves for the neat MA-g-PP and the three dispersions after correction

of the curvature in the DSC traces

Specific enthalpies of transition/J g-1 MA-g-PP S-I S-IV S-XI

Endo Exo Endo Exo Endo Exo Endo Exo

Heating 78 76 65 11a 83 26a

Cooling 77 77 36b 49

12b

Total 78 77 76 77 65 59 81 75

The enthalpies of the different phenomena (crystallization, reorganization/cold crystallization, and melting) are separated according to the type of

DSC curve they are measured in (heating—Fig. 9—or cooling—Fig. 11a) and the thermal nature of the process (endothermic or exothermic).

The results are given in J/g of polymer
a Due to reorganization/cold crystallization during heating
b Several crystallization peaks during cooling

Table 3 Crystallinity variations (%) calculated from the corrected

DSC data (Figs. 9, 12a) and taking into account the temperature

dependence of the enthalpy of transition in crystallization and melting

Crystallinity/% Endothermic Exothermic

MA-g-PP 39 40

S-I 38 40

S-IV 33 33

The ‘‘endothermic’’ column represents the crystallinity variation

observed due to the endothermic processes (melting) and the ‘‘exo-

thermic’’ column represents the total crystallinity variation due to the

exothermic processes (crystallization and reorganization/cold crys-

tallization) during the heating (Fig. 9) and cooling (Fig. 12a) runs
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MA-g-PP and the dispersions. The observed error is similar

for a system in which the correction method for the cur-

vature was not used (i.e., neat MA-g-PP) and for the sys-

tems in which it was used, i.e., samples S-I, S-IV, and S-XI.

Thus, the applied correction methods give consistent results

and seem to be adequate to obtain the sought outcome.

The results for sample S-XI will be published separately

because to correctly analyze the transitions taking place in

that sample the enthalpy of the mesophase must be known

over a wide temperature range. In future article, we will

present an estimation of that enthalpy between 0 and

200 �C—which has not been published before—and the

use of the correction methods described in this article on

sample S-XI will be shown as well.

Conclusions

When DSC cooling or heating experiments are performed

in polymer-in-a-volatile-matrix systems, the volatile sub-

stances condense (in cooling) or evaporate (in heating) due

to the vapor pressure variation induced by the change in

temperature, resulting in curved DSC signals. Such cur-

vature covers the entire experimental temperature range,

superimposing on the rest of the thermal phenomena and it

renders the quantitative analysis of the phenomena related

to the non-volatile phase very difficult. According to our

observations, the curvature induced by the condensation of

water during cooling is much smaller than in case of

evaporation during heating.

Even in case the constituents form immiscible phases

the resulting signal is not only made up by the contribu-

tions of these phases. In addition, it is also influenced by

the interactions between the different substances across the

phase boundaries present, by the volume at the disposal of

the volatile phase inside the DSC pan, etc. Thus, measuring

or calculating a background DSC signal that could be

subtracted from the measurement results to isolate the

signal corresponding to the non-volatile (polymeric) phase

is very problematical.

Two possible—(semi)empirical—solutions are pre-

sented for the polypropylene–water system. The first

solution, by way of the ‘‘Reference method’’, is based on

the subtraction, from a DSC actual curve, of the contri-

bution of the evaporation (or condensation) of the volatile

substance and the heat required (or released) by all the

substances in the sample during heating (or cooling). The

approach adopted consists of experimentally obtaining an

empirical ‘‘correction curve’’ by annealing at relatively

high temperature. This correction curve is an approxima-

tion of the ‘‘baseline’’ of the DSC measurement [33]. The

correction curve can be subtracted from the actual curve to

obtain the excess heat flow curves. Depending on the

thermal transitions present in the sample this approxima-

tion can yield a highly precise corrected curve.

This ‘‘Reference method’’ can be applied to any system

having a wide temperature range in which a ‘‘correction

curve’’ like the one described can be empirically calcu-

lated. This is valid for any DSC measurement of a multi-

phase system for which intrinsically, or by means of a

thermal treatment, the excess heat flow is restricted to a

narrow temperature range. It can then be applied to both

heating and cooling curves. In this article, DSC heating

curves were chosen to show the use of this procedure.

The second solution to the curvature problem is based

on the ‘‘Extrapolation from the melt method’’ to univocally

analyze the DSC traces of polymeric samples undergoing a

phase transition using a two-phase model [33]. Combining

this analysis method with a few adjustments to the DSC

cooling trace allowed to obtain an estimate of the excess

heat capacity of the polymer and the baseline of the mea-

surement in the range of temperatures covered by the DSC

data. This procedure is essentially more suitable for DSC

traces displaying curvatures (due to the presence of other

substances in the sample) that are not very apparent, rather

than for highly distorted DSC traces where the extrapola-

tion from the melt can be very difficult. The use of this

second procedure was shown by analyzing a cooling curve

having several small deviations from the expected curve

shape for a polymer, and providing a reasonable wide

temperature range of the melt to extrapolate from.

Finally, in order to verify the consistency of the pro-

posed corrections, both methods were applied (in cooling

by the ‘‘Extrapolation method’’ and heating by the ‘‘Ref-

erence method’’) to three different dispersions of MA-g-PP

in water, from where the enthalpies of transition and the

evolution of the crystallinity were calculated. These results

suggest that the two correction methods lead to fairly good

estimations of the sought data.
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